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UNLIMITED VOCABULARY SPEECH SYNTHESIS
USING LINE SPECTRUM PAiAtS

INTRODUCTION

As computers continue to become more widely used and more powerful, the importance of
efficient and easy-to-use human-computer interfaces becomes more apparent. Because speech is
the most natural form of communication for humans, developers are now beginning to include
speech input and output as part of the interface. Speech output can take two basic forms: the
playback of diigitally stored "cannedu messages fox Upplicauions such as telephone numbers, bank
balances, and repeated phrases, and the generation of an unlimited vocabulary of synthesized
utterances for more complex applications such as information retrieval, computer-assisted training,
and aids for the handicapped.

The synthesis of an unlimited vocabulary from phonemic or orthographic representations has
been studied for over 30 years (see Ref. 1 for an excellent review). Historically the most popular
approach to this problem has been formant-based synthesis by rule. In this approach a set of rules
generates a description of the time-varying patterns of spectral resonances (formants) for each
sound in termcs of the resonant frequenrcy, bandwidth, and amplitude. The output speech is
generated by passing the parameters through a set of bandpass filters. These systems are capable
of generating relatively high-quality speech, but they require large and complex sets of rules.
Because the rules interact, one of the main problems with these systems is the difficulty of writing
good rules. Another problem is the difficulty of generating multiple voices without using multiple
sets of rules.

Another approach to unlimited vocabulary synthesis is the concatenation of small segments
excised from natural speech. Synthesis by concatenation requires far fewer rules than synthesis by
rule, because the sounds are simply retrieved as needed. The segments are taken from natural
speech and usually are stored as sets of linear predictive coding (LPC) prediction coefficients to
facilitate adjustments to pitch, duration, and amplitude. Unfortunately it is difficult to make fine
adjustments to the speech spectrum in an LPC-based system. Because the parameters are not in the
frequency domain, a change in one parameter affects the shape of the entire spectrum at that point
in time Th.is ecar caur, LseditoLriVi atL 0i51fmLtflIL LPoUndageLIst, t'aytiaaj if. uajIL m.is mus t ble

significantly smoothed or adjusted.

The objective of this investigation is to determine the feasibility of using line spectrum pair
(LSP) parameters instead of LPC parameters in a synthesis-by-concatenation system. The primary
advantage of LSPs is that they are in the frequency domain. A change in one parameter affects the
spectrum only in that frequency region, so it is easy to make fine adjustments to the speech
spectrum. With this type of system, multiple voices can be synthesized easily by having multiple
sets of stored segments.

LSP parameters are derived from LPC prediction coefficients through the decomposition of the
impulse response of the LPC analysis filter into a pair of even and odd functions, each having
roots along the unit circle of the complex z plane [2-4]. LSP parameters are naturally ordered and
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are continuous, even across unvoiced sounds. Figure 1 shows the closely spaced parameter
trajectories that correspond to peaks in the speech spectral envelope (formants) and the widely
spaced trajectories that correspond to valleys.

Thieves who rob friends de serve jail.
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(b) LSP Trajectories

Fig. 1 - Typical LSP trajectories with a spectrogram of the original speech showing the formant trajectories for
comparison. Closely spaced LSPs correspond to spectral peaks, or formants; widely spaced NPs correspond to
valleys.

SYSTEM DESCRIPTION

This synthesizer contains a library of segments that have been excised from natural speech and
stored as sets of LSP parameters. For each utterance the specified segments are retrieved from the
library and concatenated. By using stress levels entered by the user, the timing and duration of
each segment are adjusted by a set of context-sensitive rules, and intonation and amplitude
contours are computed for the entire utterance. The output speech is then generated by an
enhanced LSP/LPC synthesis algorithm Figure 2 outlines this process.

At the present time, this synthesizer is implemented in FORTRAN on a MicroVax 3600, using
a DSC-200 A-D/D-A converter. It comprises approximately 1000 lines of code and requires
roughly 200 Kbytes of memory to store the segment library. Computation requires approximately
2.8 s for each second of speech, plus the time needed to load the D-A buffers and generate the
output (usually 4 to 5 s). Because this is a developmental system, no efforts have been made to
optimize execution speed.

Segment Library

The library contains approximately 250 segments taken from natural speech. A list of words
was read by one male speaker and digitized at an 8 kHz sampling rate using a 4 kHz low-pass anti-
aliasing filter. LSP parameters for each word were computed and stored in separate files; an
interactive display and editing program was used to locate and excise the desired segments. Other
LPC-based synthesis-by-concatenation systems use diphone segments that extend from the
midpoint of one phoneme to the midpoint of the next (5, 6]. In this system we chose to use a
phoneme-based approach because of the ease with which LSP trajectories and spectra can be

2
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Fig. 2- Overview of the LSP-based synthesizer described in this report
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adjusted. (LSPs would also be useful in a diphone concatenation system.) Segment boundaries
were determined by visually inspecting the LSP trajectories and by listening. Clear, normal
pronunciations of each phoneme were used. Repeated listening and extensive testing of phoneme
combinations were performed to verify that the segments chosen for the library were correctly
delimited. Manual adjustments to parameter trahectnnrie were! made as necescary tr nmize
coarticulation and to remove irregularities.

(XIYs)- (X2ZY2)

ma

(XoYo) x

Fig. 3 - A catenary curve

Once the desired segments have been extracted from the original speech, the amplitude
contours are normalized. For each segment, the maximum amplitude is located, and the amplitude
for each frame of that segment is converted to a percentage of the local maximum value. In this
way the original amplitude contour of each segment is maintained, and the relative amplitudes of
the segments can be easily adjusted.

The segments used in this system range in size from subphonemic units, such as the glottal
stop at the beginning of utterance-initial vowels, or the W-like offglide in how, to groups of two or
three phonemes, such as word-initial consonant clusters or certain vowel-liquid sequences. The
distribution of segments used was determined from listening tests. To generate natural-sounding
speech it is necessary to store allophonic variations of most sounds (see the segment inventory in
Table 1). Because some allophones occur in only one environment (eg., consonants in clusters;
vowels before R or L), the allophone and its environment are stored as a unit, thus reducing the
segment inventory and simplifying the retrieval and concatenation processes. The use of segments
of varying lengths reduces the need for complex combinatory rules and produces more intelligible
speech.

Table 1 (a) lists the consonant segments in the LSP library. Most consonants have two variants
for use in syllable-initial position: one used before front vowels (EEt IH, EY, EH, AE) and one
used before all other vowels. This is because the first and second formants of front vowels are
widely separated, whereas for back vowels they are closer together. Using two allophones
produces more natural coarticulation and generates more intelligible speech. The phoneme H is
moture scrnrglvy affertnA hy trhe fnllowina vnwel than are ether cnnsnnant- sn five variants ae
needed instead of two. The segment Hi is used before high back vowels (W and UK, as in
HOOK);H H2 is used before non-high back vowels (OW, OR, o0n; HU is used before low vowels
(MA, AR, AU, AY, AO, mX). Hf] is used before high front vowels (EE, IH); Hfl is used before
non-high front vowels (El, EU, ER, AE) and schwa (Ea). YJ is used before high vowels, both
front and back, and Y2 is used before all non-high vowels. Satisfactory syllable-final consonant
clusters can be generated by concatenating individual phonemes. However, for syllable-initial
clusters, better results are obtained when the clusters are stored as units.
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Table 1(a) - Consonant Segments Contained in the LSP Synthesizer LibrarY
IPA Syllable-Initial Syllable-Initial Initial Clusters Syllable Syllabic

Symbol (standard form) (front vowels only) Final Consonants
b B Bf BR, BL B
n P Pf PR, PL P
d D Df DR D

D TD
t T Tf TR T
g G Gf GR, GL G
k K Kf KR, KL, KW K

if ~~DH DH
0 TH TH
V V V
f F F FLU F
z Z Z
s S SL, ST, STR, SP, S

SPR, SW, SWf
3 ~~~~~~~~~~~~ZR

J SH19 SH

d3 J Jf J
tf CH CH
m M Mf M MM
InI N Nf N NN

I r I NG
r R

L Uf LW
W ~~W WC W

| h | H1, H, H3 | Hfl, Hf2 
Ij I Y1,Y2 I Y1,Y2 1I Y 

__ ..____ ._____ *______ .I___
Taola (l hA ;Lctv thi. voweml camantc in th,^e Ubrnrr Thie fnormnnt vtrinrtnre nf the fnllnwinu

consonant affects lax vowels (IH, EH, MX) more strongly than other vowels, so additional
allophones of those sounds are included. Segments ending in 1 are used before front (labial)
consonants (P, B, F, V, M); those ending in 2 are used before mid (dental and alveolar)
consonants (T, D, TH, DII, S, Z, CH, J. N); those ending in 3 are used before back (palatal and
velar) consonants (K, G, SH, 21). The nasalized forms of all vowels are used before M, N, and
NG, unless there is a special segment for that vowel for use before NG (ING, ANG). Because
these allophones of 1H and AE occur only before NG, the nasal is included in the segment.
Likewise, all the L- and R-colored vowel segments include the liquid. The onset segments are
verv short. composed of the release of the elottal stop and onlv one or two frames of the vowel.
These segments are inserted preceding the vowel segment for utterance-initial vowels. The
segments MHY, EHY, AEY and UlXY contain a Y-like off-glide and are used only before G. The
sounds ER, AR, and OR are treated as units rather than as vowel+R sequences because they
follow the same distribution pattern as the regular vowels, and because this allows complex
segments such as OI1L LU i-, sLU-IcU as a slrgle segIeCtL.

Each segment in the library contains a header that includes certain invariant information about
the segment, including the length of the file, phonemic classification, and the factors used in
adjusting segmental timing and amplitude. Specifically, the headers comprise the following
information:

* Segment length-the number of sets of LSP parameters (frames) contained in the file.

5
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* Beginning and end of subsegment - the first and last frames of a shorter version of the
segment that is used for vowels preceding unvoiced consonants and for consonants in
clusters.

* Phonemic class - whether the segment is a vowel, liquid, nasal, fricative, plosive, or
pause. Phonemic class is indicated for both the beginning and the end of the segment to
accommodate mixed class segments (e.g., the segment TR- begins with a plosive but ends
with a liquid).

* Segment voicing - the presence or absence of periodic excitation. For segments
containing more than one phoneme, the voicing characteristic of the first phoneme is
stored.

* Maximum compression allowed (see the discussion of timing rules).
* Amplitude adjustment factor for the segment as a whole (see the discussion on amplitude

contours).
* Point and height of articulation.

Table 1(b) - Vowel Seements Contained in the LSP Synthesizer Library

Linguistic Rules

Once the specified segments are retrieved from the library they are scanned by a set of context-
sensitive linguistic rules. These rules are very similar in effect to rules or classes of rules found in
formant-based synthesis-by-rule systems. They are ordered, and more than one rule may apply to
a given segment. Segments are scanned in a single pass from left to right. Information about the
current segment and the phonemic attributes of the following segment are obtained from the
segment headers to determine the applicability of each rule to each segment.

In English, one of the primary cues to the voicing of a final consonant is the length of the
preceding vowel [8, 9]. In other synthesis-by-concatenation systems, vowel length is adjusted by
extending the stored segment through the repetition of data [10] or time warping [6]. In this

6

IPA Segment Nasal L-color R-color Onsets Other

i EE EEN EEL EER #EE
I IH1)

I IH2 IHN IHL #Hi IHY, ING

I LH3U

e EY EYN EYL EYR #EY
£ EH EHN EHL #EH EHY
£ EH2 
a EX EXN #EH

a ER ERN ERL #EH
Me AE AEN AEL AER #AE AEY, ANG
a AA AAN AAL #AA

3r AR ARN ARL #AA
au AU AUN AUL AUR #AA

ai AY AYN AYL AYR #AA

3 AO AON AOL #AO
A LX

A UX2 UXN UXL #UX UXY

A X

o OW OWN OWL #OW

or OR ORN ORL #OW
oi OY OYN OYL #OW

U UH UHN UHL AM

u LUW UWN UWL UWR #UW

iu YU

I
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system vowel length adjusted by shortening the segment to use a subset of the data stored for each
vowel. To determine if vowel length adjustment is necessary, the first linguistic rule checks to see
if the vowel segment is followed immediately by an unvoiced consonant in the same word. If it is,
the vowel segment is shortened to use the subsegment specified in the header. For example, in the
wnrl hbat there are three segments: Bf- (B before a front vowel) AE& and -T. As stored in the
library, AE contains 12 sets (frames) of data (195 ins). This is an appropriate length for use before
a voiced consonant such as the D in bad, but it is too long for use before the unvoiced consonant
T. In bat the AE is therefore shortened to 9 frames (146 ins).

Thfe next rule checKs for consonants oLccuu-ring in clusters. If one consolal -is Ifol oUwCed
immediately by another in the same word, the first is shortened to a subsegment in the same way
that vowels are shortened by the previous rule.

The third rule adjusts the parameter trajectories between segments to make the transitions
smoother and more natural. At each transition the frequency of each line spectrum parameter in the
last frame of the leading segment and the first frame of the following segment are adjusted toward
each other by an amount equal to one-third of the frequency distance between them. The
trajectories are then smoothed for two frames on either side of the boundary.

The final rule adjusts the amplitude and voicing levels at the onset of utterance-initial vowels
and at the end of utterance-final vowels to make the transitions to and from silence less abrupt and
mechanical and thus generate more natural-sounding speech. If the first frame of an initial vowel is
too strong, it can give the impression of an initial stop consonant. To eliminate this, the amplitude
orf he first two frames is reduced to produce a gentle onset, and the proportion of unvoiced
excitation is increased in the first frame to give a slightly breathy quality to the start of the vowel.
(See the Synthesis Algorithm section below for a discussion of the mixed excitation used in this
system.) Likewise the ends of utterance-final vowels are softened by reducing the amplitude in the
last two frames and increasing the unvoiced excitation in the final frame. In addition, the parameter
trajectories in the final frame are adjusted to move toward a neutral position (i.e., a flat spectrum).

Timing Rules

Tn English, the duiratinn of a given seg-mren! tm nffectted by the strPss levpl of the csAlahhe in
which it occurs and its position in the word and phrase. Segments in stressed syllables are longer
than those in unstressed syllables; likewise, segments occurring at the ends of words or phrases
are longer than those occurring in other positions. Segmental durations were studied in detail in
the development of the MITalk synthesis-by-rule system [7]. Those timing rules have been
adapted for use in Utis system.

In determining the duration of each segment in an utterance, the timing rules consider the stress
level of the syllable, location of the segment in the word and phrase, and its phonemic class and
context. (Stress levels for each syllable are assigned by the user after the sequence of segments
has been specified.) Each rule prescribes a percentage increase or decrease in the duration of a
segment in a particular context. The amount of compression or expansion varies depending on the
factors listed above. Some sounds are more compressible than others, but no segment may be
compressed more than the maximum amount specified in its header.

The timing rules for the MITalk system determine adjustments to the duration of each segment
in milliseconds. For use in this system, the rules were modified to specify adjustments to the
number of output samples generated in each frame. In this way the spectral pattern for a given
sound is maintained when it is lengthened or shortened by the timing adjustment rules. For
example, if the stored trajectory for a given LSP parameter rises by 400 Hz over the course of the
sound, that same rise will occur regardless of the amount of compression or expansion. The slope
of the trajectory will vary, but the change in frequency is constant.

7
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Maintaining a constant frequency change regardless of the length of the sound could result in
over-articulation, especially with tense vowels (EE, EY, AY, OW, W in unstressed syllables.
To avoid this problem, utterances are entered phonetically rather than phonemicaly, using reduced
vowels in unstressed syllables (e.g., before is entered as B-EX-F-OR, where EX represents the
schwa sound I!/]J rather than s RBf-FE-F-OR\

This system can also vary the overall speaking rate of each utterance by changing the number
of samples in the default synthesis flame. For a normal spealing rate, the default synthesis frame
is 130 samples long- For slower speech, this can be increased up to 180 samples; for faster
speech, the number of samples per frame can be reduced to 100. In the current implementation,
the desired speaking rate is selected by the user. In the future it could be varied automatically
depending on the type of material being presented

Intuonatui %.uontours

To avoid an unpleasantly robotic monotone, particularly with longer phrases or sentences, it is
important that synthesized speech have a smooth, naturl intonation contour. Some synthesizers
use an intonation model known as the "hat attern" [111. Basicallv. this model has three baselines
that correspond to three different levels of stress (primary, secondary, and unstressed), with the
pitch for each syllable following the appropriate baseline. Another approach that has been
described models intonation patterns as a sequence of targets with various transitions depending on
the relative heights of successive targets and their separation in time [12]. Transitions are
determined by using quadratic equations and a set of constants and scaling factors.

In this system the intonation contour is determined by using the catenary equation that
describes the curve of a chain or rope suspended between two points as illustrated in Fig. 3. This
eq1nfl2rI-vtine fhxcs.'n hPrne Oit mri'lec Cenrni nrar nht>,nnA sri natsre0l h'itnnohnn nnntniwc

With the origin located a distance a below the vertex of the curve, the catenary equation is given
as

y = a cosh -. (1)
a

ne length of the amr fmm the vertex to a nypnint on the cnrve is given hv

X
s = a sinh-. (2)

a

In natural speech, pitch contours follow a sagging curve between successive stressed syllables,
with the slope of the pitch change and the minimum pitch value dependent on the amount of time
between the stresses 1121. Realistic synthetic pitch contours can be generated by using a
proportional dip d so that as the separation between the end points of the curve increases, the
difference between the highest and lowest points increases. Informal listening tests indicate that a
fixed d equal to one-quaner of the horizontal distance between the endpoints results in satisfactory
pitch contours. Let fXj,Yj) and (X2 ,Y2) represent the endpoints of the curve, and (Xo,Yo)
represent the origin. Given the proportional dip

d= (X2-XI) (3)
4

UInL 4)1. U&VU O ia

L=X 2 -X, +d. (4)

8
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When the endpoints are of equal height this reduces to

L = 2s = 2a sinh (x / a) (5)

and
y=a+d. (6)

The value of a can therefore be determined by

(L2 / 4d) - d (7)
2

From these equations the location of the vertex can be computed as

X0 XI + X2 - 2a arcsinh 2a 21 X (8)

2ay
and

Y0 }=TYacosh (X2XO). (9)

The pitch at any point X along the curve is then

pitch = a cosh (X / a) + Y0. (10)

When the end points of the catenary are not of equal height, the lowest point on the curve is not
centered, instead it is closer to the lower end point. If the difference in height is sufficiently large,
the lowest point on the curve will correspond to the lower end point. This is also consistent with
natural pitch contours observed between stressed syllables of unequal level.

Two baselines are used to assign target values to each stressed syllable-the top line for
stressed syllables with pitch accent, and the second, lower line, for stressed syllables without pitch
accent. These target values are used as the Y coordinates of the end points of the catenary curve.
(Although evidence exists to support the presence of low targets [12, 13], this system currently
includes only high targets.) A third baseline is used as a floor, thus preventing the pitch from
falling too low between widely spaced targets. These baselines are similar to those of the hat
pattern model mentioned above, and they define the pitch range for the utterance. Each baseline
exhibits a linear fall over the course of the phrase, with the top line falling more steeply than the
bottom line, since it has been shown that for neutral declarative phrases, the pitch range narrows
and drops over the course of the phrase [14].

The pitch contour is computed as a series of curves connecting successive stressed syllables.
For each curve, the starting frames of the two target syllables are located. For the first three frames
of the curve, the pitch follows the appropriate baseline; the curving pitch transition begins at the
fourth frame of the first syllable [12]. The fourth frame of the first syllable and the first frame of
the second syllable thus form the endpoints of the catenary curve. Boundary targets are inserted at
the beginning and at the end of the utterance and at major phrase breaks to control the pitch at the
onset and offset of each phrase. Another target is inserted at the end of the last accented syllable of
the utterance (the nuclear stress, or tonic syllable) to control the posttonic pitch contour. The level
of this special target and the shape of the contour are governed by the type of phrase: for

9
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declarative phrases the pitch falls, so the target is low; for interrogative or continuation phrases the
pitch rises, so the target is higher.

At major phrase boundaries within an utterance, targets are placed on the final frame of the
segment preceding the boundary to generate the appropriate pitch rise, and they are also placed at
the first frame of the following phrase. A seven-frame pause (114 ms at the normal speaking rate)
is inserted, and the baselines at the beginning of the second phrase are reset [15]. To reset the
baselines, the level of each line is raised by 50% of the difference between the current level and the
level of that line at the beginning of the previous phrase. The end points of the baselines are
constant, so that each phrase exhibits progressively less pitch declination.

Amplitude Contours

For each utterance, an overall amplitude contour is computed, which falls linearly over the
course of the utterance. This contour is then shaped according to the stress levels of individual
syllables. Syllables with primary stress receive full amplitude; those with secondary stress are
reduced by 10%, and unstressed syllables are reduced by 20%.

The amplitude contour is further refined to reflect the inherent differences in amplitude between
different types of sounds. The header of each segment contains an amplitude adjustment factor that
indicates the ratio (in percent) of the amplitude of that segment to the utterance amplitude level at
any given point. All vowels are 100%, meaning that the loudest frame in the vowel is set equal to
the level of the sentential amplitude contour. Consonants are not as loud as vowels, so the
adjustment factor for consonants ranges from 80% for liquids (L, R, W, Y) to 30% for voiced
stops (B, D, G) and the softer voiced fricatives (V and DH; Z is inherently louder, and has an
amplitude adjustment factor of 50%).

Synthesis Algorithm

After the timing, pitch, and amplitude adjustments have been made, the concatenated
trajectories are output through the LSP synthesis algorithm. The algorithm in this system uses a
mixed excitation and a proportional voicing indicator [16, 17] instead of the traditional binary
voiced-unvoiced decision. The proportional voicing indicator specifies the amount of periodic
(voiced) and aperiodic (unvoiced) excitation for each frame, and it is calculated from the locations
of the first and second line spectrum frequencies. If a sound is voiced, a strong resonance is
present in the lower spectrum (under 1000 Hz), so the first two frequencies are relatively low and
close together. For unvoiced sounds, no low-frequency resonance is present, so the first two line
spectrum frequencies are somewhat higher and more widely spaced.

SYSTEM PERFORMANCE EVALUATION

Two tests were conducted to measure the segmental intelligibility of the synthesized speech.
The first was a diagnostic rhyme test (DRT), which uses a set of 224 single-syllable words to test
the intelligibility of word-initial consonants [18]. The words are paired, with the members of each
pair differing in only one attribute (e.g., goat-coat [voicing]; nip-dip [nasality]). A single DRT list
was synthesized and scored by a panel of eight trained listeners. The overall score was 86.3%
correct (corrected for guessing).

The second test was a modified rhyme test (MRT). This test uses 50 sets of 6 words each to
measure the intelligibility of both initial and final consonants [19]. The members of each set differ
in initial sound (e.g., bill-hill-fill-will-kill-till) or final sound (e.g., mass-map-math-man-mad-
mat), but not both. Thirty naive subjects listened to the full set of 300 words, preceded by a
training set of 50 words chosen at random from the test items. The overall score was 86.7%
correct (84.1% when corrected for guessing). Table 2 compares the intelligibility test scores for
this synthesizer with previously published scores for several other systems. The DRT scores for
the Prose system were obtained with model 2020 vl.2; MRT scores were obtained with V3.0. For

10
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the DRT, the Votrax chip was tested in a Namal Type and Talk system; for the MRT it was in a
Votrax Type'nTalk.

Table 2- Comparison of Published DRT [201 and MRT [21]
SVnrc, fotr Cnroiral 2npp rh Q4tmthPesi RuctPmQ

Voice Direc MET (%o correct)
____________ Mfcorrect) 1initial Final Overall

Natural speech 95.6 99.5 99.4 9A

DECtalk Paul 87.5 98.4 95.1 96.7
DECtalk Betty 92.4 96.6 921 94.4
NMMnr CT On 4..... 00 CA 0 on00 20 '7gore O r abo.aw XoW ow e U a
Prose 81.2 92.9 95.7 94.3
Infovox 83.6 90.0 85.0 87.4
Votrax SC01 chip 65.9 67.4 77.7 66.2

Figure 4 shows the percent of error accounted for on each test by each consonant phoneme. Part
of the difference in Performance between the DRT and the initial contrasts on the MRT is that the
DRT offers only two choices; the MRT offers 6, and it is therefore a more difficult test. Also, the
distribution of consonants differs on the two tests. For example, D occurs 22 times out of 192
items on the DRT (11.4%) and 7 times out of 300 on the MRT (2.3%); H occurs twice on the DRT
(1.0%) and 12 times on the MRT (4.0%); CH occurs 10 times on the DRT (5.2%) but not at all on
+hn AADT'rh c. .,nonnlr-nnn.V Cr..di .n

4
a_ 't0-nt _na nta... n.- 7' AT U ii

fl1.' lzflT. tl.A, stk oIslOntsiI aoA.tVuiniii 1or UA.ihs 1 L pectLl~age 131 L4lU dWu I B. D, IV, " !,

and TH. Further work is needed on these sounds, but because they tend to be among the hardest
to distinguish both in synthesizers and in natural speech [22], this does not indicate any problem
specific to this synthesizer.

The relatively high error rate for B on the R' iTis partly because B occurs so many times on the
test (20 times out of 192 items, or 10.4%; on the MRT it makes up only 4.7% of the initial
consonants). Although B accounted for 22.9% of the errors on the DRT, the segmental error rate
was only 15%. Half of these errors were results of confusions with V, a particularly difficult
contrast even in natural speech. On the MRT, B accounted for 12.2% of the errors on initinl
contrasts, with a segmental error rate of 20.3%.

The phoneme SH accounted for 17.1% of the errors on the DRT, with a segmental error rate of
37.5%. All of these errors were confusions with CH. On the MRT, the SH-CH contrast was not
+ncfdAnrl n ; ;.In nnr

4
4-. ('LI A _.I.. jr 'r n n ISf TTy F. Irv r __i n ---L.ested t, iriitnhjm.Fai yusito, n was con=astedU WILt1 h, I, T., 0, B., VY, r, i-i, L, and R. an, was

identified correctly 100% of the time (SH did not occur in final position). The SH-CH confusion
is not usually troublesome, therefore this problem will be investigated. Further refinement of the
SH segment may be required.

CONCLUSIONS

In this investigation we have shown that LSP parameters are well suited for use in a synthesis-
by-concatenation system. The primary advantages of these parameters are that they allow fineo~u~ctmn +o +h-c 4.- -fn , -na...w .. a *L-... .-..-. £t... ..i.. A I_~ tdjt*JU0L1tmenLt Lo L11h spfeech.41 opetu-ur, ye;i uVly ±Cquire iew ruis. Also, vecause they are in the
frequency domain, they are directly related to the spectral composition of the speech.

11
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Fig. 4- Percent of the total error on each test accounted for by each consonant phoneme. DH represents the
voiced fricative soimd at the beginning of then, # represents no consonant, such as at the beginning of eel or the
end of pay.

This system has demonstrated good quality speech with a segment library created by using an
8 kHz sampling rate and 10 filter taps. These operating constraints were chosen to maintain
compatibility with existing military voice communication systems. Some compensation for the
limited bandwidth was made by reflecting the spectal components in the 2.5 to 4 ld-z range
upward into the 4 to 6.5 kHz range [16, 17]. This improves the speech quality somewhat,
particularly for unvoiced consonants, but the use of a higher sampling rate and more filter taps
would be expected to improve speech quality and intelligibility even further. The LSP synthesis
cnnrmv -4, nv-nl ran.. Ire mi r 1ta n.Q ci r tvnjAri n 4-c. n m nA, nint' a nanw afntiaPnt
&rWaiLJ IjLA TV t UJL&ALLJLAA 1185 £3XJL IAIU4 UtItWlAi 113 att.tlwp~~ L t10%1 ~tUA8 dj tA AMTVY 6 AAMAA

library would have to be collected, but the concatenation system itself, composed of the linguistic
rules, the methods of adjusting the segmental timing and duration, and the determination of the
pitch and amplitude contours, is essentially independent of the sampling rate and the number of
filter taps used.

One of the primary applications of an unlimited vocabulary synthesis system is for text-to-
speech conversion. Because the objective of this investigation was to demonstrate the feasibility of
an LSP-based synthesis system, we chose to focus on the speech generation rather than the text
analysis. A small text analysis package 123, 241 was integrated for demonstration purposes, out it
was limited to single word utterances, and it did not generate stress levels. To make this system
practical, a more powerful text analysis module will need to be integrated. Like any other text-to-
speech system, this synthesizer would benefit from improved sentence parsing capabilities to
provide more natural phrasing and stress placement. Improving the isochrony so the stressed
syllables fall at approximately equal intervals would also help improve the quality of the speech,
especially for longer phrases and sentences.
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